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Background 

The rapid and continuous advancement of Artificial 
Intelligence (AI) within higher education has made 
predicting its trajectory with certainty increasingly 
difficult. However, what remains clear is that AI’s 
integration into education is inevitable. Policymakers 
and stakeholders must remain vigilant in monitoring 
emerging challenges and opportunities, adapting their 
strategies accordingly. Efforts to prohibit or delay its 
adoption are largely ineffective, as the momentum of 
technological progress continues to accelerate at an 
unprecedented pace (1). 

To date, AI has significantly influenced both 
education (1) and research (2). One educational domain 
that has undergone substantial transformation is online 
student assessment, which has gained even more 
significance following the onset of the COVID-19 
pandemic (3). Assessment, along with the feedback it 
generates, plays a central role in shaping and advancing 
student learning. Far beyond serving as a mere tool for 
measuring achievement, assessment functions as a core 
component of the learning cycle—guiding students, 
informing instruction, and fostering reflective thinking. 
When thoughtfully designed and paired with timely, 
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Abstract 
Background: AI has rapidly transformed education, research, and community services in 
medical universities, surpassing earlier expectations about its integration. A key area of this 
transformation is student assessment, which plays a vital role in shaping learning outcomes, 
faculty workload, and public trust in medical education.  
Objectives: This study aims to explore the applications of AI in the assessment of medical 
students through a content analysis of relevant scholarly literature. 
Methods: This qualitative study employed a meta-synthesis method following Walsh and 
Downe’s seven-step framework. Using targeted keywords, a comprehensive search was 
conducted across major databases, including ScienceDirect, Springer, ERIC, Emerald, Sage 
Journals, Wiley Online Library, PubMed, and Google Scholar, covering publications from 
2015 to 2024. A total of 200 articles were initially retrieved; after applying quality appraisal 
criteria, this number was narrowed down to 24 studies. To ensure the credibility of the 
findings, Whittemore et al.’s ten indicators for methodological rigor were applied. 
Results: Six key themes emerged regarding AI applications in medical student assessment: 
(a) feedback, (b) online exam, (c) instrument design, (d) assessment process, (e) student 
learning management, and (f) faculty workload management, along with 19 sub-themes. 
These findings reflect the diverse and evolving impact of AI in assessment practices. 
Conclusion: This study underscores the multifaceted and transformative impact of AI in 
medical student assessment across six key domains. These applications serve as a strategic 
roadmap for seamlessly integrating AI into the assessment of medical students while 
effectively adapting to evolving educational paradigms. 
Keywords: Artificial Intelligence; Medical Education; Student Assessment; Meta-Synthesis; 
Educational Technology 
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constructive feedback, assessment becomes a powerful 
mechanism for deepening understanding, enhancing 
motivation, and promoting meaningful academic 
growth. Accordingly, ensuring the effectiveness of 
assessment practices remains a critical concern in 
contemporary educational systems (4). 

AI holds the potential to revolutionize student 
assessment approaches (5).  Yet, alongside these 
opportunities, significant challenges remain—
particularly within the field of medical education. 
Ethical concerns (6), unrealistic or fabricated outcomes 
(7), and academic dishonesty (8) pose substantial 
barriers to effective implementation. Despite these 
challenges, the focus of this study is on exploring the 
potential applications and benefits of AI in assessing 
medical students. 

In today’s rapidly evolving educational landscape, 
stakeholders no longer have the luxury of deciding 
whether to engage with AI. Its integration is not a matter 
of choice, but of necessity. Particularly in medical 
education, the role of assessment is critical—not only in 
evaluating academic achievement but also in 
safeguarding the competence and credibility of future 
healthcare professionals.  

Poorly designed or executed assessment practices 
can have severe and irreversible consequences. 
Incompetent graduates may jeopardize patient safety 
and diminish the quality of healthcare services. 
Moreover, flawed assessments can lead to educational 
inequities by allowing unqualified individuals to obtain 
medical credentials, thereby eroding public trust in the 
medical profession. Ineffective evaluation practices may 
also fail to identify students’ weaknesses, limiting 
opportunities for improvement and demotivating 
learners. As such, a precise, evidence-based, and 
technologically informed assessment system is essential 
to maintain the integrity of medical education.  

Recent scholarship offers valuable insights into the 
integration of AI in educational assessment. For 
instance, Perkins et al. (9), in A Framework for Ethical 
Integration of Generative AI in Educational Assessment, 
introduced the AI Assessment Scale (AIAS), a practical 
tool for determining the appropriate use of generative 
AI (GenAI) based on learning objectives. This tool 
promotes transparency and fairness in educational 
policies while emphasizing a balanced approach to 
adopting AI, shifting away from a focus solely on 
negative aspects such as facilitating cheating. 

Similarly, Mahamuni et al. (10), in Enhancing 
Educational Assessment with Artificial Intelligence: 

Challenges and Opportunities, examined AI’s role in 
improving educational assessments, highlighting how 
AI technologies can enhance accuracy, fairness, and 
efficiency. While traditional assessment methods often 
face limitations in scalability, adaptability, and the 
provision of personalized feedback, AI-driven 
approaches, particularly those using machine learning 
and natural language processing, offer promising 
solutions to these challenges. The study also proposes an 
innovative framework that incorporates algorithms and 
mathematical models to improve decision-making 
processes within educational systems. At the same time, 
it underscores the importance of a balanced integration 
of AI, particularly concerning ethical issues, data 
privacy, and digital inequality.  

Stanoyevitch (11), in Online Assessment in the Age of 
Artificial Intelligence, examined how AI technologies 
and supporting platforms have impacted the integrity of 
online assessments, particularly in relation to rising 
incidences of academic dishonesty during virtual exams. 
Drawing on data from an introductory statistics course, 
the study reported a significant increase in online exam 
scores following the introduction of tools such as 
ChatGPT, despite no changes in exam difficulty or 
grading practices compared to pre-COVID in-person 
assessments. 

In a complementary line of inquiry, Salinas-Navarro 
et al. (12), in Designing Experiential Learning Activities 
with Generative Artificial Intelligence Tools for Authentic 
Assessment, explored the potential of GenAI to enhance 
experiential learning in higher education. Their findings 
suggest that GenAI can support reflective thinking, 
hands-on learning, and the development of authentic 
assessment tasks. The authors emphasize, however, that 
to fully harness its potential, GenAI must be used 
responsibly, with thoughtful attention to pedagogical 
goals.   

Similarly, Jayawardena  et al. (13), in Dental Students’ 
Learning Experience: Artificial Intelligence vs Human 
Feedback on Assignments, compared the quality of 
feedback provided by ChatGPT-4 and a human tutor on 
dental students’ assignments. While students rated both 
sources similarly across most dimensions, they reported 
feeling more comfortable with human feedback. 
However, expert evaluations found the AI-generated 
feedback to be clearer and more constructive, 
highlighting the potential of AI tools to complement 
human tutors in educational settings. 
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This study adopts a meta-synthesis approach 
combined with content analysis to examine the 
multifaceted applications of AI in the assessment of 
medical students. It aims to offer a comprehensive and 
systematic overview of AI’s role in this domain by 
synthesizing existing empirical findings. In doing so, the 
study not only highlights the opportunities presented by 
AI-driven assessment methods but also critically 
examines the challenges they pose. Ultimately, this 
research seeks to deepen understanding of the 
transformative implications of AI in medical education 
and to inform stakeholders’ decision-making as the 
integration of AI into educational systems becomes 
increasingly inevitable. 

Objectives 
The primary objective of this research is to identify 

and analyze the applications of AI in the assessment of 
medical students by conducting a content analysis of 
existing scholarly literature in the field. 

Methods 
This study employed a meta-synthesis methodology, 

following the seven-step framework proposed by Walsh 
and Downe (14). This systematic approach involves the 
following steps: (a) framing the meta-synthesis, (b) 
identifying relevant studies, (c) establishing inclusion 
criteria, (d) appraising selected studies, (e) comparing and 
contrasting findings, (f) conducting reciprocal 
translation, and (g) synthesizing the translated concepts. 
This structured process ensures a rigorous and 
comprehensive synthesis of research findings. 
Framing the Meta-Synthesis 

The first step involved identifying a clear and 
relevant research focus to guide the inquiry. In this 
study, the research objective sought to uncover key 
themes and concepts in the existing literature on the use 
of AI in medical student assessment. The goal  
was to develop a comprehensive conceptual framework 
that can support further academic inquiry in this field. 
At this stage, the research evidence was mapped, content 
analysis was conducted, and the selected studies were 
prepared for in-depth review. This structured approach 
provided a foundation for identifying prevailing trends, 
valuable insights, and notable gaps in the current body 
of research. 
Locating Relevant Studies, Determining Inclusion, 
and Appraising Quality 

This stage involved a thorough literature search to 
identify studies relevant to the topic through electronic 

database searches and the collection of all potentially 
eligible sources. Following the systematic review 
framework proposed by Walsh and Downe (15), a 
targeted effort was made to locate all pertinent literature 
on the use of AI in medical student assessment. 

A range of reputable academic databases was 
searched, including ScienceDirect, Springer, ERIC, 
Emerald, Sage Journals, Wiley Online Library, PubMed, 
and Google Scholar. The search focused on studies 
published between 2015 and 2024, a period selected to 
capture the most recent advancements in AI and its 
increasing integration into educational and assessment 
practices. These databases were chosen for their 
comprehensive coverage of peer-reviewed research in 
education, medicine, and technology, thereby ensuring 
access to high-quality, credible sources. 

To ensure the breadth and depth of the literature 
search, a series of specialized keywords was employed. 
These included:  

(Artificial intelligence AND student evaluation) OR 
(Artificial intelligence AND medical student evaluation) 
OR (Artificial intelligence AND student assessment) OR 
(Artificial intelligence AND medical student 
assessment) OR (Artificial intelligence AND feedback 
students) OR (Artificial intelligence AND feedback 
medical students) OR (ChatGPT AND student 
assessment) OR (ChatGPT AND medical student 
assessment) OR (ChatGPT AND student evaluation) 
OR (ChatGPT AND student appraisal) OR (ChatGPT 
AND medical student appraisal) OR (ChatGPT AND 
medical student evaluation) OR (ChatGPT AND 
feedback students) OR (ChatGPT AND feedback 
medical students.  

These search terms were designed to capture a wide 
range of studies across different contexts, ensuring 
comprehensive coverage of AI’s role in student evaluation 
and feedback, particularly in medical education. 

To determine article eligibility, the review adhered to 
the Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses (PRISMA) guidelines. The 
screening process was conducted in three stages: 1. title 
screening, 2. abstract screening, and 3. full-text 
screening. These stages ensured the inclusion of studies 
that were both relevant and methodologically sound. 
The overall screening process is illustrated in figure 1. 

The inclusion criteria  specify the conditions under 
which studies were included in this review, which are as 
follows: (a) Study design: Empirical studies employing 
quantitative, qualitative, or mixed-methods approaches, 
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as well as systematic reviews and meta-analyses, were 
included. 

(b) Topic Relevance: The studies’ focus must remain
on the use of AI or ChatGPT in student evaluation, 
assessment, or feedback, with specific emphasis on 
medical student assessment or general student 
evaluation in educational settings, (c) Publication 
Period: Only studies published between 2015 and 2024 
were included to capture recent trends and 
developments in AI applications in education, (d) 
Language: Only studies published in English were 
included due to limitations in accessing and interpreting 
non-English texts. 

The exclusion criteria outline the conditions under 
which studies have been excluded from this review, 
which are as follows: (a) Lack of Relevance: Studies not 
addressing AI, ChatGPT, or student assessment and 
feedback in educational or medical contexts were 
excluded; (b) Methodological Weakness: Studies lacking 
methodological rigor or failing to present credible 
findings were excluded. (c) Duplicates: Duplicate 
publications or studies reporting identical data or 
findings were excluded. (d) Non-Peer-Reviewed 
Sources: Unpublished or non-peer-reviewed literature, 
including dissertations, conference abstracts, and grey 
literature, were excluded to maintain the quality and 
reliability of the review. The article screening process is 
illustrated in the figure 1. 

Based on the PRISMA diagram, an initial pool of 200 
sources were identified. Out of these, 98 were excluded 
during the title screening phase. As additional 41 
sources were removed after abstract screening, and 22 
were excluded following full-text screening, leaving a 
total of 39 sources eligible for quality assessment.  

To enhance the rigor of the meta-synthesis, as 
researchers used an additional tool to assess the quality 
of the selected articles, resulting in 24 studies remaining 
for the final analysis. Each researcher independently 
reviewed and completed the evaluation checklists based 
on predefined quality criteria. After this individual 
assessment, the results were compared and discussed 
among all team members. Any discrepancies in scoring 
or interpretation were carefully examined, and 
consensus was reached through discussions or, if 
necessary, by consulting a third expert. This 
collaborative approach would ensure reliability, reduce 
bias, and enhance the overall validity of the quality 
assessment process. 

In the final appraisal step, studies were evaluated based 
on sample quality criteria from Atkins et al., (16) and 
low-quality studies were excluded to enhance the rigor 
of the meta-synthesis process. Although the focus of the 
review was initially on qualitative research, the limited 
availability of relevant studies warranted the inclusion of 
quantitative and mixed methods designs that met the 
inclusion and quality criteria. The inclusion criteria 
prioritized studies with clearly articulated research 
questions, a well-justified methodological approach, and 
adequate contextual descriptions, including researcher 
positioning and sampling strategies. Data collection 
methods were required to be thoroughly documented 
and aligned with the research objective. Similarly, data 
analysis procedures needed to be explicitly outlined, 
logically connected to the research questions, and 
supported by sufficient evidence. Based on these criteria, 
24 articles were selected for the final meta-synthesis. To 
ensure alignment with the study’s objective, a purposive 
sampling strategy was employed during the screening 
process. In table 1, the bibliographic details of the 
selected studies are provided, including the reference 
number, names of the researchers, year, and title. 

Comparing and Contrasting Findings 
The purpose of this stage was to identify and 

categorize the various applications of AI in the 
assessment of medical students. To accomplish this, the 
included studies were examined through a detailed 
review of their titles, key concepts, and content. This 
comparative analysis allowed the researchers to 
systematically explore the range and nature of AI 
applications. Table 2 presents a comparative overview of 
the selected studies, organized by specific application 
areas of AI in medical student assessment. 
Reciprocal Translation 

In the next phase, thematic coding was employed to 
identify key concepts and recurring patterns across the 
selected studies. This process involved the development 
of main themes, subthemes, and codes through a 
reciprocal translation approach. As defined by Noblit 
and Hare (41), reciprocal translation refers to the 
inductive and interpretive emergence of concepts and 
metaphors through iterative comparison and 
classification of themes across studies. 

Following this approach, relevant themes were 
synthesized by compiling and interrelating them across the 
data set. This method was selected for its appropriateness 
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and practicality in capturing the nuanced similarities and 
differences among studies. The final thematic categories 
included: (a) feedback applications, (b) online exam 
applications, (c) instrument design applications, (d) 
applications in the assessment process, (e) applications in 
student learning management, and (f) applications in 
faculty workload management. 

Key excerpts from the selected articles were 
compiled into a Word document and thoroughly re-
read multiple times by the researchers to foster a deep 
engagement with the data. The sentence was selected as 
the unit of analysis, and key concepts were extracted 
based on their semantic density. These concepts were 
then grouped into subthemes according to their 
conceptual similarities. Subthemes were further refined 
and merged into broader, more abstract categories to 
form the main themes. 
Synthesis of Translations 

The final step of the meta-synthesis involved 
synthesizing the translated and reconsolidated concepts 
and themes into an overarching framework. This stage 
aimed to construct a qualitative conceptual model that 
captured the core applications of AI in the assessment of 
medical students. The synthesis process involved 
proposing a general interpretation of the phenomenon 
that integrated the themes, codes, and categories derived 
from the prior phases of analysis.  

To ensure the credibility and rigor of the research, 
several quality assurance measures were implemented in 
line with recognized standards for qualitative research 
validity. Drawing on Whittemore et al. (42), who 
synthesized 13 scholarly reports on qualitative validity, 
ten indicators of research quality were applied across 
four main criteria and six sub-criteria: 
 Credibility: The researchers achieved coding

consensus through multiple iterative rounds of peer
review, ensuring that data interpretation was
accurate and supported by all members of the
research team. Triangulation of perspectives
enhanced the trustworthiness of the findings.

 Authenticity: Efforts were made to accurately reflect
the perspectives of the original authors in the
selected studies. Direct attention was given to
preserving diverse viewpoints and ensuring that
interpretations remained true to the intent and
context of each source.

 Criticality: A reflective and analytical stance was
maintained throughout the study. Researchers
actively questioned assumptions considered

underlying power dynamics, and critically examined 
the roles of various actors (e.g., students, faculty, 
assessment systems) to offer a deeper understanding 
of the phenomena.  

 Integrity: The research process was marked by
transparency and consistency. An audit trail was
maintained, and team members collaboratively
engaged in all stages—from article selection to data
synthesis—ensuring methodological coherence and
ethical alignment.

 Ethical Rigor: Ethical considerations were embedded
throughout the research process, from article
selection to reporting. The team prioritized respect
for original sources, avoided misrepresentation, and
remained sensitive to the implications of
interpreting others’ work.

 Methodological Congruence: The study
demonstrated strong alignment between the
research objective, inclusion criteria, and analytical
strategies. This coherence ensured that the findings
were both methodologically sound and directly
relevant to the study’s purpose.

 Creativity: The development of a novel
categorization of AI applications in student
assessment reflected the study’s innovative
contribution. This framework addressed gaps in the
literature and provided a fresh lens for future
research and practice.

 Analytical Depth: The synthesis process yielded
nuanced and detailed insights into the themes and
patterns emerging from the selected studies.
Through deep engagement with the data, the study
moved beyond surface-level coding to offer
meaningful interpretations.

 Contextualization: The findings were interpreted
with careful attention to the specific social,
educational, and institutional contexts of the original 
studies. This approach ensured relevance across
diverse settings and strengthened the applicability of
the results.
These rigorous procedures, grounded in

Whittemore et al.’s indicators of research quality, 
contributed to establishing the validity and reliability of 
the research process, ensuring that it was both 
methodologically robust and ethically sound.   

To further verify the reliability of the findings, a test-
retest strategy was employed for assessing coding 
consistency. In this approach, all extracted key concepts 
(codes) were re-categorized by the same researcher after 
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a 20-day interval. This method evaluates the stability of 
the categorization process by comparing the consistency 
of code assignments over time. Concepts that were 
labeled identically across both coding sessions were 
counted as “agreements,” while discrepancies were 
labeled as “disagreements.” The frequency of agreement 
and disagreement was then used to calculate the overall 
reliability score. In this study, 301 concepts were 
extracted in total, and 135 showed consistent labeling 
between the two coding sessions. The resulting test-
retest reliability was calculated at 89%, which exceeds 
the commonly accepted threshold of 60%, thereby 
confirming the stability and internal consistency of the 
coding process. 

Results 
To address the main research objective, the extracted 

key concepts were integrated and categorized based on 
their similarities and differences. This 
process resulted in the identification of 6 main themes 
and 19 sub-themes related to the applications of AI in 
medical student assessment. These themes are presented 
in the table 3: 

As shown in the table 3, the applications of AI in 
medical student assessment are diverse and span across 
a range of domains. The findings highlight the 
transformative potential of AI in reshaping how 
assessment is conceptualized, implemented, and 
managed in medical education. An analysis of the 
frequency of coded concepts under each main theme 
revealed the following statistics:  
 Mean frequency: 24.17 coded concepts per sub-theme 
 Minimum frequency: 9 concepts (in the “Instrument 

Design Applications” theme)
Maximum frequency: 43 concepts (in the

“Applications in the Assessment Process” theme) 
Figure 2 presents a visualization that illustrates the 

relative frequency of each main theme, providing a 
visual representation of the emphasis placed on different 
AI applications. 

A schematic model of the research findings is 
presented below to summarize and conceptualize the 
thematic structure derived from the synthesis. 

Discussion 
This section analyzes the study’s findings through 

the lens of the six main themes identified, each 

representing a key area where AI is transforming student 
assessment. These six main themes are depicted in 
Figure 3 . 

Figure 3. Schematic model of research findings 

Feedback Applications 
Feedback is broadly conceptualized as information 

that serves two essential functions: (a) identifying 
students’ current performance levels and (b) guiding 
them toward their learning goals by outlining how to 
progress from point A to point B (43). Effective feedback 
is pivotal to student learning as it helps learners 
recognize their achievements and address performance 
gaps, ultimately fostering academic motivation and a 
sense of self-efficacy (44). 

Hattie and Timperley (45) identified four distinct 
types of feedback: (a) task, (b) process, (c) self-
regulation, and (d) self-feedback. Each serves a different 
purpose and exerts varying levels of influence on student 
learning. Consequently, implementing effective 
feedback strategies requires an understanding of these 
differences. Providing feedback on students’ 
performance remains a fundamental component of 
teaching and learning. Instructors invest considerable 
time and effort into offering meaningful feedback, 
which plays a vital role in shaping students’ academic 
progress by highlighting both their strengths and areas 
for improvement. When delivered appropriately, 
feedback enhances students’ sense of responsibility for 
their learning and motivates them to strive toward their 
educational goals.  

With the rise of AI, feedback practices are being 
redefined. AI-powered tools facilitate the delivery of 
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intelligent, automated, and timely feedback that is 
closely aligned with students’ performance. Moreover, 
these systems can generate comparative and 
differentiated feedback tailored to various student 
groups, thereby supporting more personalized learning 
experiences. The findings of this review reflect these 
developments and align with existing literature (17, 19, 
20, 23, 24, 27-29, 33, 34, 36, 39), as well as other studies 
(46-48) that examine the role of AI in enhancing 
feedback within the teaching and learning process. 
Online Exam Applications 

Online exams have emerged as a vital tool for 
assessing student performance, especially in the wake of 
the COVID-19 pandemic. Compared to traditional 
assessments, they offer enhanced flexibility and support 
a range of assessment formats, making them particularly 
suitable for both diagnostic and formative evaluations 
(3). Online exams typically incorporate diverse question 
types, including multiple-choice, true/false, matching, 
sequencing, fill-in-the-blank, and essay responses. 
These exams are created using specialized software 
designed to evaluate students’ performance across 
various learning dimensions. It is important to 
distinguish online exams from computer-based 
assessments (CBAs). While both utilize digital 
platforms, CBAs are typically conducted using specific 
software installed on standalone devices, independent of 
internet connectivity (49). In contrast, online exams rely 
on networked systems and often integrate learning 
management platforms.  

As digitalization continues to reshape educational 
practices, online examinations are expected to become 
even more prominent—potentially replacing traditional 
paper-based tests altogether. The integration of AI in 
online exam systems further enhances their 
functionality. AI enables the design of dynamic, 
personalized assessments tailored to individual 
students’ needs, interests, and ability levels. This level of 
customization provides more nuanced and realistic data 
for evaluating students’ competencies and identifying 
both strengths and areas for growth. Moreover, AI-
powered grading systems automate the evaluation 
process, reducing the likelihood of human error and 
enhancing fairness, accuracy, and efficiency—particularly 
valuable when assessing large cohorts of students. The 
findings related to this theme are consistent with 
previous research (18, 20, 21, 23, 24, 29) and further 
supported by other studies examining AI applications in 
assessment contexts (50-52). 

Instrument Design Applications 
Assessment instruments are foundational to 

effective teaching and learning, serving as essential tools 
for evaluating student performance and guiding 
instructional decisions. Well-designed instruments 
enable faculty to accurately measure learning outcomes, 
identify students’ strengths and weaknesses, and ensure 
alignment between assessment tasks and educational 
objectives. Beyond individual evaluation, they offer 
valuable data to inform curriculum development and 
support the continuous refinement of teaching 
strategies and course content. In the context of medical 
education, recent research has highlighted the 
limitations of many current assessment instruments, 
emphasizing the urgent need for redesign and 
modernization to better reflect evolving competencies, 
clinical demands, and educational goals (53). The 
findings of the present review echo these concerns in 
alignment with previous literature (18, 28, 32, 33), 
reinforcing the call for continuous innovation in 
assessment design. In this regard, AI plays an 
increasingly important role in offering tools to support 
the development of more dynamic, data-driven, and 
personalized assessment instruments 
Applications in the Assessment Process 

Assessment should be strategically employed to 
enhance teaching and learning by sending clear signals 
to students about what knowledge and skills they should 
prioritize. When implemented effectively, assessment 
acts as a bridge between instruction and learning, 
guiding both educators and learners toward meaningful 
educational outcomes. To accurately evaluate the 
learning process, it is essential to incorporate both 
subjective perceptions—those of students and 
educators—and direct indicators such as exam scores 
and analytic rubrics (54). This dual perspective ensures 
that assessment not only reflects academic achievement 
but also captures the lived experience of learning. 
Assessment plays a multifaceted role in education. 
Beyond simply measuring performance, it monitors 
students’ cognitive, affective, and psychomotor 
development, thereby supporting individual growth and 
institutional accountability. It also serves as a 
mechanism to support academic mobility, promote 
learner autonomy, and improve the overall quality of 
education by offering continuous feedback on student 
progress. Through regular assessment, both students 
and faculty can track developmental trajectories and 
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make informed adjustments to teaching and learning 
strategies.  

Among the various forms of assessment, authentic 
assessment stands out as a particularly valuable 
approach. It evaluates learning through sustained, 
real-world tasks that mirror professional and academic 
contexts. Unlike one-time tests, authentic assessment 
emphasizes ongoing performance and development 
over time, providing richer, more nuanced insights into 
students’ learning processes and outcomes (55). As such, 
the evaluation of teaching and learning requires a 
systematic approach—one that integrates data 
collection, analysis, and interpretation into a coherent 
and reflective cycle of improvement. In recent years, 
advances in AI have further enhanced assessment 
practices. AI technologies offer powerful tools for 
tracking student progress longitudinally, predicting 
future academic outcomes, and improving the precision 
and reliability of assessments. By minimizing human 
error and reducing potential bias, AI fosters a more 
equitable evaluation process. Furthermore, AI systems 
can analyze emotional and behavioral data, offering 
educators deeper insights into student engagement and 
well-being, which are critical yet often overlooked 
aspects of academic success. 

The findings of the present review echo a growing 
body of literature (17-20, 22, 32, 35, 39, 40) and are 
consistent with prior research (56, 59) on the 
transformative role of AI in educational assessment. 
Several empirical studies have demonstrated how AI can 
support early identification of learning difficulties and 
enable timely interventions. For example, Pande (60) 
used AI algorithms to analyze various determinants of 
academic success, including age, parental education, 
occupation, and student health. The Support Vector 
Machine (SVM) model achieved a precision rate of 
84.37%, highlighting AI’s capacity to synthesize 
complex data for predictive purposes. Similarly, Jiao et 
al. (61) identified class participation, knowledge 
acquisition, and overall performance as key predictors 
of academic success, which were effectively modeled 
using AI techniques. Haron et al. (62) employed the 
RepTree algorithm to classify students into high- and 
low-risk categories based on predicted academic 
outcomes, enabling targeted support. In another study, 
Wazir et al. (63) explored how time management, study 
habits, and collaborative learning contributed to 
academic performance. Their AI-driven models not 
only detected at-risk students early but also facilitated 

interventions that reduced dropout rates by 25%. 
Together, these studies underscore the growing 
relevance of AI-enhanced assessment systems in 
fostering more adaptive, data-informed, and 
student-centered learning environments. 
Student Learning Management Applications 

AI in student assessment helps learners choose more 
effective and personalized educational pathways by 
more accurately evaluating their abilities, learning styles, 
and individual characteristics. AI-driven assessment 
systems offer a personalized and adaptive approach that 
promotes learner autonomy, fosters self-directed 
learning, and enriches the overall educational 
experience (64). One particularly impactful application 
of AI in medical education is its role in fostering the 
development of self-regulated learning (SRL) skills. SRL 
is widely recognized as a key determinant of academic 
success, as it enables students to set specific goals, 
monitor their progress, and implement strategies to 
achieve desired outcomes (65).  

AI-based assessment systems contribute to this 
process by delivering personalized and timely feedback 
derived from the analysis of students’ behavioral and 
performance data. This feedback supports learners in 
setting meaningful goals, tracking their development, and 
selecting effective strategies to enhance their academic 
performance.  

In addition, AI-driven assessments assist students in 
gaining a deeper understanding of their learning 
processes, strengths, and areas for improvement. By 
recommending tailored educational resources and 
strategies, these systems help learners identify 
personalized development paths and support the 
achievement of individual learning objectives. 
Furthermore, through continuous monitoring and 
analysis of student progress, AI systems can guide 
learners toward ongoing improvement and sustained 
academic growth. The findings related to this theme are 
consistent with a growing body of literature 
emphasizing the role of AI in supporting student 
learning management (17-20, 23, 28, 29, 31-33, 37, 38). 
They also align with prior studies (66-69) that 
underscore the potential of AI applications in managing 
and enhancing student learning experiences. 
Faculty Workload Management Applications 

AI-based assessment systems also offer significant 
advantages for faculty members, notably in reducing 
workload and streamlining student evaluation tasks. For 
full-time faculty, maintaining a balanced workload is 
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essential—not only to foster innovation within and 
beyond the classroom but also to prevent burnout and 
allow time for creative, research-driven contributions 
(70). By automating the analysis of tests, assignments, and 
other forms of assessment, AI tools can handle tasks that 
traditionally demand considerable time and energy. 
Moreover, these systems can generate immediate, 
personalized feedback for students, minimizing the need 
for repetitive, manual grading and enhancing the overall 
efficiency of the assessment process. 

This technological support enables educators to 
devote more attention to instructional quality and 
student engagement. Another important function of AI 
in faculty development is its ability to inform and refine 
teaching strategies. By analyzing patterns in student 
performance, learning behaviors, and areas of difficulty 
or strength, AI can provide actionable insights that help 
educators adjust their methods to better meet learners’ 
needs. In doing so, teaching becomes more responsive, 
dynamic, and personalized—contributing to more 
effective learning outcomes. The findings related to this 
theme are consistent with those of other studies 
(17-20, 22-24, 26, 28-30, 33-40) and supported by 
additional research highlighting the potential of AI to 
assist faculty in assessment and instruction (71-74). 
A comparative and analytical summary of traditional 
versus AI-based assessment methods for students is 
presented in table 4, reflecting the implications drawn 
from these findings. 

Limitations: its strengths, the meta-synthesis 
approach employed in this study presents several 
limitations. First, because it relies exclusively on existing 
literature, there is a risk that some relevant or recently 
published studies may have been inadvertently 
excluded, potentially limiting the breadth and 
comprehensiveness of the findings? Second, the 
methodological heterogeneity of the included studies 
posed challenges for synthesis. Variations in research 
design, data collection techniques, and analytical 
approaches may have led to divergent interpretations of 
similar phenomena, complicating the effort to draw 
cohesive and universally applicable conclusions. 

Third, the generalizability of the findings is 
constrained by the specific educational and cultural 
contexts in which the included studies were conducted. 
As a result, the insights derived may not be directly 
transferable to other settings with different institutional 
structures or student populations. Finally, the potential 
for researcher bias must be acknowledged. Although clear 

inclusion criteria were applied throughout the review 
process, subjective judgments during study selection and 
thematic synthesis may have unintentionally favored 
literature aligned with the researchers’ theoretical 
orientations, potentially influencing the neutrality and 
objectivity of the analysis. 

Future Research Directions: To advance the field, 
future research is encouraged to adopt diverse 
methodological approaches that address both the 
technical and ethical dimensions of AI in medical 
student assessment. First, experimental and quasi-
experimental designs are essential for conducting 
comparative analyses between traditional and AI-based 
assessment methods. Such studies would enable 
researchers to rigorously evaluate the accuracy, 
efficiency, and educational impact of AI tools relative to 
conventional practices. Second, qualitative research 
methods are needed to investigate the ethical 
implications of using AI in assessment, including 
concerns about transparency, fairness, accountability, 
and the potential depersonalization of learner 
evaluation. These methods can provide rich, contextual 
insights into the experiences and perceptions of 
students, educators, and other stakeholders. Finally, a 
mixed-methods approach is recommended for the 
development and evaluation of innovative assessment 
tools that integrate AI into the evaluation of clinical 
competencies. Combining quantitative performance 
data with qualitative feedback would ensure that these 
tools are both pedagogically sound and ethically 
responsible, ultimately contributing to more effective 
and equitable medical education practices. 
Conclusion 

This study highlighted the transformative impact of 
AI on medical student assessment, emphasizing its role 
in shaping education, research, and social services 
within medical universities. By identifying six key 
themes through content analysis, the research provided 
a comprehensive understanding of AI’s potential in this 
domain. These themes included feedback applications, 
online exam applications, instrument design 
applications, applications in the assessment process, 
applications in student learning management, and 
applications in faculty workload management. 

The findings underscored the substantial advantages 
AI offers in enhancing assessment practices for both 
students and faculty members. For students, AI 
promotes the development of self-regulated learning by 
enabling personalized goal setting, performance 
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tracking, and strategy adoption. It also supports deeper 
insight into students’ strengths, weaknesses, and 
learning processes by offering timely and individualized 
feedback and recommendations. For faculty, AI 
facilitates assessment tasks, reduces repetitive grading, 
and provides real-time insights that can inform 
instructional strategies. It enables educators to tailor 
their teaching methods and styles based on students’ 
learning patterns and needs, thereby improving the 
overall quality of education. 

However, despite its advantages and various 
applications, AI can lead to negative consequences and 
numerous ethical challenges if used irresponsibly. One 
of the key ethical concerns is algorithmic bias, as AI 
systems may reflect racial prejudices and gender biases 
embedded in their training data (75). Another serious 
concern involves privacy issues, particularly regarding 
access and security of student data (76). Ensuring the 
validity and reliability of AI in education demands a 
high level of accuracy and consistency. Although AI 
systems are designed to provide objective results, they 
have not yet reached the adaptability and nuanced 
understanding of human intelligence. Moreover, the 
quality of data used in AI systems must be closely 
monitored and regulated to ensure accurate outcomes 
(77). Another important challenge lies in data 
governance, which encompasses the collection, 
organization, control, usage, storage, archiving, and 
destruction of data. The implementation of data 
governance must be guided by structured frameworks, 
supported by institutional policies and procedures, and 
communicated effectively through leadership and 
management (78). 

The cost of implementing AI systems also represents 
a major barrier across various sectors, including 
education, healthcare, and industry. These costs include 
the initial investment in developing hardware and 
software infrastructure, expenses related to processing 
and storing large volumes of data, and the cost of hiring 
and training specialized personnel. Additionally, 
ongoing system maintenance and updates are necessary 
to ensure accuracy and efficiency, creating further 
financial pressure on organizations. As a result, many 
institutions may be unable to adopt AI due to financial 
constraints, potentially increasing inequality in access to 
the benefits of this technology. Therefore, developing 
more cost-effective models, utilizing cloud services, and 
introducing supportive policies can help reduce these 
costs and improve institutional access to AI. The 

findings of this review emphasize the need for a strategic 
approach to AI integration in education, one that 
maximizes its benefits while addressing ethical, 
technical, and financial challenges. Effective adaptation 
to AI-driven changes will strengthen medical education 
and enhance student assessment, ultimately 
contributing to improved healthcare outcomes. 
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Table 1. Demographic characteristics of selected studies 
References Authors Year Title 

17 Lee 2023 
Supporting students’ generation of feedback in large-scale online 

course with artificial intelligence-enabled evaluation 
18 Swiecki et al. 2022 Assessment in the age of artificial intelligence 

19 Maier & Klotz 2022 
Personalized feedback in digital learning environments:  

Classification framework and literature review 

20 Yildirim-Erbasli & Bulut 2023 
Conversation-based assessment: A novel approach to boosting  

test-taking effort in digital formative assessment 
21 Smerdon 2024 AI in essay-based assessment: Student adoption, usage, and performance 

22 Martínez-Comesanã et al. 2023 
Impact of artificial intelligence on assessment methods in primary  

and secondary education: Systematic literature review 
23 Memarian, & Doleck 2024 A review of assessment for learning with artificial intelligence 

24 Tonbuloğlu 2023 
An evaluation of the use of artificial intelligence applications 

in online education 
25 González-Calatayud et al. 2021 Artificial intelligence for student assessment: A systematic review 

26 Casey 2024 
ChatGPT in public policy teaching and assessment: An examination  

of opportunities and challenges 

27 Lu et al. 2024 
Can ChatGPT effectively complement teacher assessment of  

undergraduate students’ academic writing? 
28 Williams 2023 AI, analytics and a new assessment model for universities 

29 Salinas-Navarro et al. 2024 
Using generative artificial intelligence tools to explain and enhance 

experiential learning for authentic assessment 

30 Lye & Lim 2024 
Generative artificial intelligence in tertiary education: Assessment  

redesign principles and considerations 

31 Fahmy 2024 
Student perception on AI-driven assessment: Motivation, engagement 

and feedback capabilities 

32 Koh & Doroudi 2023 
Learning, teaching, and assessment with generative artificial intelligence: 

Towards a plateau of productivity 

33 Hooda et al. 2022 
Artificial intelligence for assessment and feedback to enhance student 

success in higher education 

34 Zirar 2023 
Exploring the impact of language models, such as ChatGPT,  

on student learning and assessment 

35 Mao et al. 2024 
Generative artificial intelligence in education and its  

implications for assessment 

36 Kooli & Yusuf 2024 
Transforming educational assessment: Insights into the use of  

ChatGPT and large language models in grading. 

37 Chaudhry et al. 2023 
Time to revisit existing student’s performance evaluation approach  

in higher education sector in a new era of ChatGPT-a case study 
38 Ouyang et al. 2023 A systematic review of AI-driven educational assessment in STEM education 

39 Xia et al. 2024 
A scoping review on how generative artificial intelligence  

transforms assessment in higher education 

40 A. Fuller et al. 2024 
Exploring the use of ChatGPT to analyze student course  

evaluation comments 

Table 2. Analytical comparison of selected studies in the main research themes 

References 
Feedback 

Applications 
Online Exam 
Applications 

Instrument 
Design 

Applications 

Assessment 
Process 

Applications 

Student Learning 
Management 
Applications 

Faculty Workload 
Management 
Applications 

17 * * * * 
18 * * * * * 
19 * * * * 
20 * * * * * 
21 * 
22 * * 
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23 * * * * * 
24 * * * * 
25 * 
26 * * 
27 * 
28 * * * * * 
29 * * * * * 
30 * * 
31 * * 
32 * * * 
33 * * * * * 
34 * * 
35 * * 
36 * * 
37 * * 
38 * * 
39 * * * 
40 * 

Table 3. Research findings 
Main Theme Sub-theme Key Concepts 

Feedback 
Applications 

Interaction and 
feedback quality 

Constructive and critical feedback; Encouraging and motivating feedback; Improving 
the quality of feedback; Reducing errors and bias in feedback; Making feedback 

understandable for students 
Timing and 

sustainability of 
feedback 

Timely and prompt feedback; Real-time feedback; Feedback timing tailored to each 
student; Developing sustainable and cyclical feedback mechanisms 

Personalization and 
flexibility in feedback 

Adaptive feedback; Focusing on individual learner goals when providing feedback; 
Customizing feedback generation rules; Flexibility in providing feedback 

Technology and 
innovation in feedback 

Machine and intelligent feedback; High computational power and analytical 
framework in feedback delivery; Optimizing learning through feedback; Providing 

feedback anytime and anywhere 

Online Exam 
Applications 

Improving the design 
and execution process 

of exams 

Improving the quality of exam questions; Multimedia questions; Randomizing exam 
questions; Fine-tuning the difficulty level of questions; Designing mixed-type exams; 

Simulating exam questions 
Personalization and 
optimization of the 

exam experience 

Computerized adaptive testing; Personalizing exam questions; Overcoming student 
exam anxiety; Assisting in conducting exams in digital environments 

Instrument 
Design 

Applications 

Design and innovation 
in assessment 

instrument 

Designing creative assessment instruments for students; Assisting in designing 
standardized instruments; Designing advanced instruments for plagiarism detection; 

Diversifying grading criteria in instruments 
Improving the 

accuracy and efficiency 
of assessment 

instrument 

Enhancing the reliability of measurement instruments; Adjusting scoring weight 
methods; More diverse and accurate scaling in instruments; Increasing the parameters 

of instruments; Developing assessment rubrics 

Applications 
in the 

Assessment 
Process 

Innovation and 
development of 

assessment systems 

Developing peer assessment mechanisms; Web-based interactive assessment system; 
Development of electronic assessment platforms; Digital assessment; Creating learner 
performance dashboards; Integration of online assessment; Innovation in assessment; 

Development of covert assessment techniques; Assessment management 

Improving assessment 
processes and 

standards 

Improving current assessment processes; Developing assessment standards; 
Improving the quality of assessment; Reducing human error in assessment; Reducing 
human bias in assessment; Greater transparency in the assessment process; Enhanced 

accountability; Ethics in assessment 
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Personalized and 
learning-aligned 

assessment 

Personalizing assessment; Assessment aligned with learning objectives; Assessment 
based on previous performances; Objective assessment of outcomes; Collecting 

multifaceted data in assessment; Collecting behavioral data in assessment; Real-time 
learning analysis; Analyzing learning behaviors; More accurate prediction of future 

student grades; Predicting the likelihood of student dropout 

Dynamic assessment 
strategies and 

approaches 

Diversifying assessment approaches; Game-based assessment; Evidence-based 
assessment; Developing formative assessment; Group assessment; Stage-based 

assessments; Developing assessment sequence throughout the semester; Assessment 
for current and future needs 

Analysis and data-
driven assessment 

Achieving assessment goals; Learning analysis; Diagnostic analysis of performance 
causes; Identifying key learning trends; Identifying patterns in behaviors, preferences, 
and learning achievements of students; More conscious assessment; Assessment for 

learning; Cognitive analysis-based assessment 

Student 
Learning 

Management 
Applications 

Supporting 
personalized and self-

regulated learning 

Assisting with self-assessment; Helping with self-regulated learning; Developing 
future learning pathways for students; Helping students identify strengths and 
weaknesses; Providing recommendations for learners’ next steps; Increasing 

independence in student learning; Enhancing self-directed learning capacity; Helping 
students choose the most optimal learning path; Assisting students in identifying 
knowledge gaps; Helping students correct learning behaviors; Helping students 

understand their own learning 

Developing sustainable 
learning skills and 

capabilities 

Improving writing skills in exams; Developing students’ thinking about their own 
learning methods; Helping to develop metacognitive skills; Developing metacognitive 

capabilities; Sustainable and lifelong learning; Problem-based learning; Helping 
students connect new and prior knowledge; Supporting students in self-development 

Enhancing the quality 
of learning experience 

and motivation 

Helping improve the quality of class activities; Providing new opportunities to 
increase student participation; Enhancing learning motivation; Improving satisfaction 
with education; Helping students better understand learning objectives; Meeting the 

diverse needs of students; Improving quality learning experiences; Assisting in 
creating new learning opportunities; Providing students with sufficient opportunity 
for private learning; Providing individual support to students in identifying areas for 
improvement and strengthening learning; Helping students organize their activities 

based on feedback 

Faculty 
Workload 

Management 
Applications 

Improving efficiency 
and reducing faculty 

workload 

Eliminating repetitive tasks for faculty members; Reducing the workload of faculty 
members; Saving time; Facilitating assessment tasks; Grading student assignments; 

Helping with classroom management; Providing new methods for monitoring 
learners; Enabling timely and appropriate interventions; Effectiveness in assessment 

with large classroom scales 

Improving learning 
and teaching processes 

Helping design customized digital tasks for students; Assisting in systematic 
monitoring of student performance; Designing guidelines for implementing 

educational corrections; Helping align with teaching strategies; Helping improve the 
effectiveness of teaching strategies; Designing learning activities based on needs; 
Designing tasks based on abilities and performance levels; Assisting in adjusting 

teaching strategies; Designing learning activities based on students’ characteristics and 
abilities; Developing skills and the ability to transfer learning to new situations; 

Helping review learning objectives; Helping improve educational processes 

Data analysis and 
supporting student 

learning 

Better understanding of learner behavior in exams; More accurate estimation of 
students’ abilities; Supporting learning-based simulation assessment; Creating 

performance mapping for students; Helping deliver assignments and learning tasks 
according to each student’s learning level; Identifying areas where students need 
improvement; Assisting in identifying learning gaps in students; Helping analyze 
complex data; Assisting in big data analysis; Enabling daily monitoring of student 

performance; Providing reliable and valid inferences about what students know and 
can do; Early detection of learning problems; Helping assess student learning 

outcomes in relation to learning objectives; Determining student competency levels 
based on assessment results; Helping identify students who need additional support 

and assistance more quickly 
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Figure 2. Main themes by frequency 

Table 4. Comparative and analytical summary of traditional and AI-based assessment methods for students 
Criteria Traditional Assessment Methods AI-Based Assessment Methods 

Feedback 
Applications 

Interaction and Feedback Quality:  
Feedback is often subjective, delayed,  

and less personalized. 
Timing: Feedback is given after a delay, 

typically after grading assignments or exams. 
Personalization: Feedback is generalized and 
does not cater to individual learning styles. 

Technology: Limited technological support for 
feedback delivery. 

Quality: AI can offer constructive, real-time,  
and personalized feedback tailored to individual  

student needs, reducing errors and bias. 
Timing: AI provides real-time feedback, immediately 

addressing performance and offering ongoing support. 
Personalization: AI customizes feedback based on the 

learner’s performance and goals, creating a more adaptive 
learning environment. 

Innovation: AI enables feedback anytime and anywhere, 
integrating machine learning and high computational 

power for more accurate insights. 

Online Exam 
Applications 

Design and Execution: Exams are often fixed in 
format and are not easily adaptable 

Customization: Exams are standardized, 
offering little flexibility for individual  

student needs. 
Anxiety: Traditional exams may 

increase student anxiety. 

Design: AI allows multimedia, randomized  
questions, and adaptive testing that changes based  

on the student’s ability level. 
Personalization: AI personalizes exam questions based on 

prior student performance and adapts difficulty levels. 
Optimization: AI can help reduce exam-related stress by 
providing customized test difficulty and predictive tools. 

Instrument 
Design 

Applications 

Design: Assessment tools are manual and rigid, 
with fixed grading rubrics and criteria. 

Efficiency: Instruments are typically slow and 
require manual intervention. 

Design & Innovation: AI allows the creation of  
dynamic and advanced tools for plagiarism detection, 

diverse grading, and customized rubrics. 
Accuracy and Efficiency: AI enhances accuracy by 
refining scoring methods, increasing diversity in 

assessment, and improving reliability. 

Applications in 
the Assessment 

Process 

Current Systems: Standardized  
assessment methods with limited interactivity 

and personalization. 
Bias and Error: Human bias and error are 

inherent in manual assessments. 

Innovation: AI enables dynamic and web-based 
interactive systems, real-time performance tracking, 

and digital assessment platforms. 
Bias Reduction: AI reduces human error, providing 

transparent, reliable, and accurate assessments. 
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Student Learning 
Management 
Applications 

Traditional Support: Faculty manually 
supports student learning, with limited 

monitoring. 
Learning Pathways: Limited tools for  
guiding student learning outside of  

direct faculty interaction. 

Self-Regulated Learning: AI assists students with  
self-assessment, helps track strengths and weaknesses, 

and provides recommendations for improvement. 
Learning Pathways: AI offers customized learning  

paths based on student performance and helps  
develop lifelong learning skills. 

Faculty Workload 
Management 
Applications 

Workload: Faculty spends significant 
time on grading, managing assignments, 

and overseeing learning. 
Monitoring: Limited ability for monitoring 

large numbers of students effectively. 

Efficiency: AI automates grading, streamlines task 
management, and supports timely interventions, 

reducing faculty workload. 
Data-Driven Decisions: AI helps faculty monitor and 

analyze student behavior in real-time, improving 
teaching effectiveness and student performance. 
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